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Definition (Bayes Estimation)

Objective: Estimate a random parameter (RV) from observations samples
T1,%2, -+, Ty that are statistically related to y by f,x(*)

Bayes Procedure: Define a nonnegative cost function C(y,7) and set § to
minimize the expected cost, or risk

@ZE{C(y,@)}

Since y and g are RVs

(0. 9]

R = /_OO/ C(y,9) fyx(y,x)dydx

- [ []_fo O, 5) e yX) | f(x)

1(9)

Note: Minimizing I(9) it is equivalent to minimize R since fx(x) >0
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Consider several cost functions

Case 1: Mean Squared cost function

In this case,

10) = [ =0 fylulx)dy

=S50 = 2 (=) fyxly)dy =0
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or rearranging
w A~ w A .
/_Ooyfy|x(y|x)dy = /_Ooyfy\x(y\x)dy [§ is a constant]

= dus = [ ufyxlylx)dy = E{yix}

Example

Let #; = a+pu; for i =1,2,--- N, where p; ~ N(0,02) and a ~ N(0,02) are
i.i.d. Determine dys(x).

Note

N
2

Faaxla) = Tl——e 5 = (1)) AEE)

fala) =
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To find Gys(x) we need
ys(x) = F{al|x}
By Bayes's theorem we can write
fxja(xa) fa(a)
fx(x)

Substituting in (x) and (*x), and rearranging

N o(z—a)2 42
L \T _5<,_21(22)+gg)

(27r02> (\/ﬂaa> € =

fx(x)

fa|x(a’X) =

fa|x(a|x> =

This can be compactly written as

1 0-2 1 N 2
fa\x(alx) = C(X)eXp _ng |:CL TQ/]V ( Zlml)]
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Observations on
1 2 1 X ’
fa|x<a|x) - C(X)exp _20_2 [a_02 +002/N (Nle)]
- C(X)exp{—(a_n)2}

2
20p

» C(x) is a (normalizing) function of x only
» The variance term is given by

, (1 N\' o o2?
p o2 o2 No2+o2

> Critical Observation: f,x(a|x) is a Gaussian distribution!
» Result:

02 1 Y
aws = E{alx} =n= TQ/]V Z%
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Case 2: Uniform cost function

A 5
Y= 1 else 1l
Question: For what types of problems is this
cost function effective? >
ol ¢ o
ly-ylI

In this case,
10) = [ Clu.a)fyxlyix)dy
= / fy\x<y|x)dy
ly—9[>e

= 1- / fy|x(y|x)dy
ly—gl<e
How do we minimize ()7
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f A
Result: 1(§) is minimized by w(Y1%)
maximizing
N
\
/ Fyx(y|x)dy _/ %\ )
ly—gl<e v >

[ ey 1)y

ly-9yl<e

Note: € is arbitrarily small
= I(g) is minimized when f, . (y|x) takes its largest value

Gar (X) = arg;nax fy|x(y|x)

» uap is referred to as the maximum a posteriori (MAP) estimate because
it maximized the posterior density f, . (y/x).
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Example

Let
10y O§y§x2,0§m§1

ERICRD :{ 0 otherwie

Find the MS and MAP estimates of y, i.e., Jus(x) and Juae(T).

0.9
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Example

Let )
10y 0<y<27,0<z<1
Jay(r,y) = { 0  otherwie
Find the MS and MAP estimates of ¥, i.e., Jus(z) and Juae ().

First step: determine the posterior density f.(y[7).

Since fy.(y|z) = fmfyig’)y) we need

fx(x) = /_O:Of%y(x,y)dy
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Thus,
faﬁ,y(xay)
) = =L 27
10y 2y 9
= gt gt USYST
2 4 fy|x(y|X)
X_2_
0 NG y
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MAP estimate:

June(T) = arg;nax fy\x(ylx)
2
= argmax—gi O§y§m2
Yy X

MS estimate:
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Note that the minimum MSE is
1 pa?
B{y—)} = | / (y— ) 2fx,y<x,y>dydx
- / / )210ydyds = 122 — 0.0309
The MSE of the MAP estimate is
B tu®) = [ [ Pyl
0 JO

L Y 10udyds = 2 — 0.0926
—/O/O(y—l‘) ydyde = = =0.

Observation: This result is expected. Why?
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Observation: MAP estimation can be used as an extension of ML estimation if
some variability is assumed

» |nstead of an unknown constant 8, we have an unknown random
parameter with distribution fy(6)

To see this, note

Foe(0]%) = fx|9<;|(62{9(0)

» The MAP estimate maximizes the numerator since fx(x) is not a function
of 0,

A

Orine = arggnax fx|9(x|0)f9<0)

Question: For what distribution fy(6) does Oune = O ?
That is

éMAP = argznax fx|9(x|0)f9(9) = arg]énax fx|9(x|9) = éML
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Example

Let z(n) = A+pu(n) for n=1,2,--- | N, where u(n) ~ N(O,ai) and
A~ N(Ag,0%) arei.id.

Determine the MAP estimate of A.

Need to maximize fy|4(x|A)fa(A), or

Appe = argznax {ln(fxm(x\A)) + ln(fA(A))}

Note
N (xz(n)—A)?
In(fya(x[A4)) = ];fln <27rla§> _7;)((2)‘75)
and
B 2
In(fa(A))=sIn (27?23) B <A20§0)
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Bayes Estimation

Thus

. 1 X (A— Ap)?
Ay = argmin | — z(n)— AP+ L
MAP gA (202 ng]( ( ) ) 20124
Differentiating we get
1 X (A—Ap)
—— > _(z(n) - A) 5 =0
Tin=1 74 la=Ayap
- g: x(n) o NAMAP AMAP . @
n=1 0,121 O-,t% 0-124 0-124
X 1 N 1 X Ag
= A (—l—)sz(n)—l—
MAP o3 aﬁ O'Z o] 0%
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. 1 1 X AO
AMAP_(QZ )
a%—i_aﬁ “ =1 A

Note that if 0% — oo then there is no a priori information and

/\

1 N
lim Ay = N Z =

2
O’A—>OO n=1

2
2 52 Onp .
Op > 0n /0-/2\2 Observation: As fy(0) flattens out

GMAP — GML
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Case 3: The absolute cost function

A C(yv 9)
Cly.9) =y -1l

Question: For what types of problems is this cost

function effective?

In this case
16) = [~ Clu)fynlylx)dy

= fy)dy+ [ (y=9)fyplylx)dy
y<y Y=y
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10)= [* 0= hutody+ [ =0 eolx)dy

— 00

Note that

) ey = i)~ [ ulyaulx)dy

— 00

and similarly
[ = 0tolx)dy = [ feybody— 51— Fye(31)
Thus,
16) = §F@x) — [ ullyxdy

—3(1— Fyn(i]%)) + /;Oyfmx(yIX)dy
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16) = §Fw@x) ~ [ ylylyx)dy

. . o0
90— Fyulil) + [ e ylx)dy
Taking the derivative
01(3)
99

Fy|x(g|x> + gfy|x(mx) - gfy|x(mx)

—(1= Fyx(91%)) + 8.f5x (91%) = 9.1y 1x(9]%)
Fyx(g1x) = (1= Fyx(91x))

Result: Setting equal to 0, we see the yae is given by
Fy|x(?jMAE|X) =1- Fy|x(@MAE|X)

or

/_ yiAE fyx(yx)dy = / OOAE Fyix(y[x)dy

IM
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[ fwuidy = [ fpelbody

M
Interpreting this graphically

fu(y1%)

A .
N >
AreaA Yy AreaB

Area A= Area B

Observation:
Ouae = median of fy|x(y|x)
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Estimator Relations

> If fyx(y[x) is symmetric, then
?)MAE = ﬁMS

Why?
For a symmetric distribution the conditional mean is equal to the
(median) symmetry point

> If f,x(y[x) is symmetric and unimodal, then
@MAE - ng = QMAP

Why? The unimodal constraint implies that the single mode must be at
the distribution symmetry point = the MAP estimate is located at the
central point
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Determine gy, for the previously considered case

foy(@,y) :{ 0

We showed previously that

falulr) =22 0<y<a®
Thus determining fyae
Fy|w(gMAE‘x)

=
Ilf4

= ?jMAE

10y O§y§x2,0§x§1
otherwise

2
Y 2
Fye(yle) =~ O<y<w

1— Fy|$(gMAE’x)
1 _ gl\2/IAE
x4

a?
o)
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MAP estimate: (previous result)
gMAP(x) = argznaxfyh:(y‘x) =

MS estimate: (previous result)

2

Jus() = E{y|z} = §x2

MAE estimate:

2
A . x
fune(x) = median of f . (yx) = %

fy\x(yl X)

0

1 %



Bayes Estimation FSAN/ELEGS815

Final ML and MAP Comments

» ML estimation was pioneered by geneticist and statistician Sir R. A.
Fisher between 1912 and 1922
» Under fairly weak regularity conditions the ML estimate is asymptotically
optimal
> The ML estimate is asymptotically unbiased, i.e., its bias tends to zero as the
number of samples increases to infinity
> The ML estimate is asymptotically efficient, i.e., it achieves the Cramér-Rao lower
bound when the number of samples tends to infinity
Consequence: No unbiased estimator has lower mean squared error than the ML
estimator
> The ML estimate is asymptotically normal, i.e., as the number of samples increases,
the distribution of the ML estimate tends to the Gaussian distribution

» MAP estimation is a generalization of ML estimation that incorporates
the prior distribution of the quantity being estimated
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